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ABSTRACT
The recent explosion in Internet usage and the growing am-
ount of digital images caused by the more and more ubiq-
uitous presence of digital cameras has created a demand
for effective and flexible techniques for automatic image re-
trieval. As the volume of the data increases, memory and
processing requirements need to correspondingly increase at
the same rapid pace, and this is often prohibitively expen-
sive. Image collections on this scale make performing even
the most common and simple image processing and machine
learning tasks non trivial. In this paper we present a method
to reduce the computational complexity of a widely known
method for image indexing and retrieval based on a second
order statistical measure. The aim of the paper is twofold:
Q1) is it possible to efficiently extract an approximate dis-
tribution of the image features with a resulting low error?
Q2) how the resulting approximate distribution affects the
similarity-based accuracy? In particular, we propose a sam-
pling method to approximate the distribution of correlo-
grams, adopting a Monte Carlo approach to compute the
distribution on a subset of pixels uniformly sampled from
the original image. A further variant is to sample the neigh-
borhood of each pixel too. Validation on the Caltech 101
dataset proved that the proposed approximate distribution,
obtained with a considerable decrease of the computational
time, has an error very low when compared to the exact dis-
tribution. Result obtained in the second experiment on a
similarity-based ranking task are encouraging.
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1. INTRODUCTION
The rapid expansion of digital image libraries has encour-

aged the development of systems for content-based image
retrieval based on indexing and querying engines [7]. In or-
der to index an image the common approach is to extract
low level information, such as pixel color, intensity, texture
and shape, which could be used to make a feature vector
representing the image. This paper addresses the problem
of image feature vector computation. To date, the feature
vector is calculated analysing each pixel belonging to the
image, and thus involving both a huge computational time
and a long indexing time. Our approach is to use a method
to efficiently compute the image feature vector. We apply a
Monte Carlo method to approximate the indexing, analysing
a subset of the pixels belonging to an image. We prove that
the obtained error is not significantly relevant when com-
pared to the case of considering all the pixels.

The first approach to calculate feature vectors is based
on the color histogram [4, 6, 5]. This method is strongly
based on pixel colors and it describes for each color level
the number of corresponding pixels. For this reason, the
image is usually converted in a color space (such as RGB or
HSV). The major limit of histogram-based methods is that
they only capture global information. It is possible that
two semantically different images may correspond to a very
similar histogram. An improved statistics is the joint his-
togram [3] that includes not only color information, but also
some other features, such as edge, texture, brightness. This
method is more accurate than histogram but it presents the
same problem of characterising an image with global infor-
mation only. In [2], a new approach, named color correl-

ogram, combining both global and local image information
has been presented. This new statistics describes how pixels
with a given color are spatially distributed in the image. The



correlogram method is generally more accurate and effective
than histogram-based methods [2].
The paper is organised as follows. We first briefly review

the basic concepts on correlograms and then we present our
method to approximate this statistics. Then we conclude
the paper with some experimental results and future works.

2. THE PROPOSED APPROACH
A correlogram is a statistics expressing how the colors of

an image are spatially correlated. A correlogram is defined
as a table indexed by color pairs, where the k-th entry for
the component (i, j) specifies the probability of finding a
pixel of color j at a distance k from a pixel of color i in an
image, where k is a distance chosen from the set D.
Let I be an n1 × n2 image, whose colors are quantised

into m color classes C = {c1, ...., cm} (bins). Give a pixel

pxy ∈ I, I(p) denotes its color and Ic , {pij ∈ I|I(p) = c}.
In the following, we assume to use the L∞-norm to mea-

sure the distance beetween pixels. In particular, given px1y1

and px2y2 two pixel, the distance is computed as follows [2]:

|px1y1 − px2y2 | , max{|x1 − x2|, |y1 − y2|}. (1)

The histogram h of an image I is defined as hci(I) =
n1n2Prp∈I [p ∈ Ic], for each color class ci ∈ C.
Let d ∈ D be a distance, the correlogram of an image I

is defined as follows:

γ(d)
ci,cj

(I) = Prp1∈Ici ,p2∈I [p2 ∈ Icj ||p1 − p2| = d], (2)

where ci and cj are two color classes from C, and d ∈ D. The
size of the color correlogram matrix is dn1n2. A specialisa-

tion is the autocorrelogram defined as α
(d)
c (I) = γ

(d)
c,c (I).

Figure 1: Exact algorithm

In order to calculate the correlogram matrix, given a dis-
tance d ∈ D, for each pixel one has to analyse all the
pixels belonging to its complete neighbourhood N+

d , with
|N+

d | = 8d. Here, we propose a method to compute the cor-
relogram by considering only half neighbourhood. Given pij
a pixel whose coordinates are xi and xj , and d a distance,
we define the neighbourhood N−

d (pij) of the pixel pij as

N−

d (pij) = {(xi+k, yj−d)}k=1,...,d

∪{(xi+d, yj−d+k)}k=1,...,2d

∪{(xi+d−k, yj+d)}k=1,...,d (3)

Figure 1 shows with grey pixels the neighbourhood N−

2 of
the black pixel. Hence, proceeding from left to right and

from top to bottom, the correlogram γ
(d)
ci,cj (I) can be calcu-

lated considering N−

d also.

2.1 Reducing the computing time
Since the correlogram based approach has been proved to

be more effective than histogram, join histogram and auto-
correlogram, we have decided to investigate how to decrease
the time complexity required to calculate the correlogram.
For this reason, we have applied a Monte Carlo approach
implemented into two different ways.

2.1.1 The first method: MC1

1. For each distance d, k pixels are randomly selected
from the image, with uniform distribution; and then

2. for each selected pixel the neighbourhood is computed
and the correlogram matrix accordingly updated.

2.1.2 The second method: MC2

1. For each distance d, k pixels are randomly selected
from the image, with uniform distribution; and then

2. for each selected pixel p, h pixels are randomly selected
from the complete neighbourhood N+

d (p).

3. VALIDATION
In order to validate the proposed approach, the Calltech101

dataset [1] has been used. It regards images, whose size is
roughly 300x200 pixels, belonging to 101 different categories,
with a mean of 50 images for each category. We performed
two experiments. The former aimed to verify whether the
proposed approximate methods are able to compute correl-
ograms with a low error with respect to the exact distribu-
tion. While, the latter experiments show preliminary results
regarding the retrieval accuracy rate comparing both the ex-
act and approximate correlogram distributions. Images have
been mapped to color spaces of 16 and 64 bins.

3.1 Indexing based error
In this experiment, for each class one random image has

been selected. For each of these images all the algorithms
MC1, MC2 and Exact (that compute the exact correlogram
matrices) have been applied in order to compute the correl-
ogram matrices along the distances 1, 3, 5 and 7.

In order to obtain the error made by the approximate
methods, a baseline value is computed considering the er-
ror obtained by a random matrix containing for each cell a
random number among the interval [0,1], whose rows and
columns sum to 1. Given CE the exact correlogram matrix,
CMC the approximate correlogram matrix computed with a
method among MC1 and MC2, and CR the random matrix,
the gain is defined as

G = 1− eMC/eR, (4)

where

eX =

√

∑

ij

(CE(i, j)− CX(i, j))2/|CE |.

Figure 3 shows experimental results, these are obtained
by averaging across all the 101 images in the dataset. The
graphs report the results using 16 and 64 colors bins, and let
to vary percentage of the sampled pixels from 10% to 50%
for MC1 and MC2, and sampling the 50% of the neighbour-
hood for MC2. The gain adopting 16 bins is better than that
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Figure 2: Time (MC1 50% pixel, and MC2 50%
neighbourhood).

obtained with 64 bins, probably due to the fact that with
few bins it is more simple to approximate the exact distri-
bution. Furthermore, Figure 3 reports the error eMC1 using
16 colors bins with compared to the error eR both with the
distance equal to 7. Figure 2 reports the time, averaged over
all the considered images, to compute a correlogram matrix
with the three algorithms. As we can see, we can affirma-
tively response to the question Q1, since both approximate
methods turn out to be faster than the exact method. MC2
takes slightly longer because it calculates the list of the ran-
dom neighbours to be analysed, while MC1 just considers
all the neighbourhood.

3.2 Similarity based error
In this second experiment, five classes, with 200 images

from each one, have been selected, and specifically airplanes,
motorbikes, faces, watch and leopard. In order to measure
the error made during the retrieval phase, for each image
the most similar one has been identified. Each image in our
system is represented by the correlograms calculated on 4
distances (1,3,5 and 7). The similarity between two images,
I and I′, is calculated as follows, as reported in [2]:

|I − I′| :=
∑

ci,cj∈C,d∈D

|γ(d)
ci,cj (I)− γ

(d)
ci,cj (I

′)|

1 + γ
(d)
ci,cj (I) + γ

(d)
ci,cj (I

′)
. (5)

This process has been done by comparing each image with
all the others and ranking the results adopting Equation 5,
both with the exact and the approximate method. In order
to evaluate the similarity-based error obtained with MC1
and MC2, the results obtained by the exact method are con-
sidered as the ground truth. Tables 1, 2, 3 and 4 report the
results of this experiment, where %Pixel indicates the per-
centage of pixels examined for each image, %Neighbourhood
represents the percentage of pixels in the considered neigh-
bourhood and Depth is the number of images considered as a
reference in comparison. In particular, letM be a method, S
a set of images, and {Q1, . . . ,Qn} a set of query images. For
a query Q, let AM be the list of images similar to Q sorted
according to the metric reported in Equation 5 and obtained
adopting the method M . Let us to define rankM (I), with
I ∈ AM , the relative position of I in the ordered list AM .
Hence, given n queries, and denoting with E the exact

method and with MC a Monte Carlo approach:

• Depth1 is the percentage of images that both the exact
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Figure 3: MC1 and random error with d=7 (top);
MC1 gain (from the top: second with 16 bins, and
third with 64 bins); MC2 gain (from the bottom:
second with 16 bins and 50% neighbourhood, and
first with 64 bins and 50% neighbourhood).



Depth%
%Pixel %Neighbourhood 1 2 3

2 100 34.2 49.7 56.9
5 100 48.9 65.2 73.9
10 100 55.3 71.5 80.4
20 100 63.2 78.1 85.4
30 100 64.7 79.3 85.7
40 100 68.4 84.2 90.3
50 100 74.5 86.8 91.5

Table 1: MC1 16 bins similarity based error.

Depth%
%Pixel %Neighbourhood 1 2 3

2 10 29.2 43.6 52.8
2 30 35.9 46.6 54.5
2 50 31.4 46.8 53.5
5 10 48.6 64.9 73.5
5 30 45.4 63.4 71.3
5 50 48.2 64.9 73.2
10 10 53.1 69.7 77.1
10 30 54.8 70.8 79.2
10 50 54.2 70.9 79.6
20 10 58.2 74.9 82.7
20 30 62.8 77.6 85.7
20 50 61.1 77.2 85.3
30 10 61.5 78.0 85.2
30 30 61.9 78.4 86.8
30 50 66.3 80.5 87.8
40 10 64.9 79.1 86.2
40 30 67.5 81.6 88.3
40 50 67.8 81.3 87.5
50 10 67.2 81.9 88.2
50 30 68.2 82.1 88.8
50 50 71.7 85.3 90.5

Table 2: MC2 16 bins similarity based error.

and the approximate algorithm rank as the first best
answer; i.e.

∑

i
rankE(Qi) =

∑

i
rankMC(Qi) = n;

• Depth2 is the percentage of images that the approxi-
mate algorithm ranks as the first best answer and the
exact algorithm ranks in the firstly two best positions;
i.e.

∑

i
rankMC(Qi) = n and rankE(Qi) ≤ 2;

• Depth3 is the percentage of images that the approxi-
mate algorithm ranks as the first best answer and the
exact algorithm ranks in the firstly three best posi-
tions; i.e.

∑

i
rankMC(Qi) = n and rankE(Qi) ≤ 3.

As we can see from the tables, satisfactory results have
been obtained using 16 bins and the MC1 algorithm. As
previously reported, with 64 bins the algorithm is not able
to correctly approximate the exact distribution, and, hence
the results are satisfactory. Finally, this slightly confirms
the question Q2.

4. CONCLUSION AND FUTURE WORK
In this work we presented a method to reduce the compu-

tational complexity to compute color correlograms adopt-
ing a Monte Carlo approach to compute the distribution
on a subset of pixels uniformly sampled from the original

Depth%
%Pixel %Neighbourhood 1 2 3

10 100 28.8 44.0 52.5
30 100 38.6 58.8 67.9
50 100 39.5 59.9 69.5

Table 3: MC1 64 bins similarity based error.

Depth%
%Pixel %Neighbourhood 1 2 3

10 10 29.8 45.1 52.7
10 30 27.1 43.7 52.6
10 50 24.8 42.0 51.7
30 10 38.6 58.8 67.9
30 30 38.6 57.0 67.0
30 50 38.8 58.1 68.4
50 10 40.9 60.5 69.9
50 30 43.8 62.8 72.3
50 50 43.7 62.5 71.9

Table 4: MC2 64 bins similarity based error.

image. We showed that it is possible to efficiently extract
an approximate distribution of the image features with a
resulting low error, and that the resulting approximate dis-
tribution slightly affects the similarity-based accuracy. As
a future work, we will investigate the applicability of other
approximate methods and the possibility to use compression
methods to obtain similar results.
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